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UK ADVANCE  

2025 Guidelines and Recommendations  
for Generative AI in Instructional Contexts 
  
Executive Summary  

● Since late 2022, generative artificial intelligence (AI) tools have developed from 
text-based chatbot websites to significantly more advanced and multimodal technologies 
that integrate with other software, hardware and information systems.  These 1

developments have presented a range of opportunities and challenges to which higher 
education has sought to adapt. 

● In June 2023, the University of Kentucky empaneled UK ADVANCE, a transdisciplinary 
committee of experts to examine and make recommendations to help the campus and 
community regarding the implications of generative AI for higher education, research 
and beyond. UK ADVANCE is taking an evidence-based approach with experts across the 
disciplines and ongoing monitoring of experiences among our campus, community and 
nationally. 

● After reviewing the evidence and experiences related to generative AI in teaching and 
learning, UK ADVANCE offers the following guidance and recommendations for: 

○ understanding capabilities and risks of generative AI for education, 

○ developing and communicating course policies on generative AI, 

○ responding to possible misuse of generative AI in coursework, and 

○ designing assignments, curricula and learning experiences in ways that align with 
course policies, leverage the potential of generative AI tools and mitigate 
inappropriate or problematic use. 

● These guidelines and recommendations may be updated to reflect the nature of the field 
as it continues to change. 

 

1 For these guidelines, “generative AI” and “generative AI tool” refer to any platform, software, model, tool, function or feature that 
generates novel text or other media output based on user input and behavior, using a model (or models) that have been trained on 
large amounts of data with machine learning and other methods to recognize patterns and produce probable output. While these 
guidelines focus on large language and multimodal models for language-based output (both written and spoken), they also apply to 
other forms of generative AI tools that produce images, audio and video. Examples of generative tools include ChatGPT (OpenAI), 
Copilot (Microsoft), Gemini (Google), Claude (Anthropic), Llama (Meta), Grok (xAI), Mistral (MistralAI), Perplexity (PerplexityAI) and 
Qwen (Alibaba). The models that these tools access are also used in other applications such as research-focused tools Scite, Elicit, 
Consensus, Semantic Scholar and OpenEvidence. Generative AI tools and functions are increasingly being integrated into existing 
software and platforms such as Microsoft 365, Google Workspace, Adobe Creative Suite, Zoom, Blackboard, Canvas and Apple iOS. 
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Understanding Capabilities and Risks of Generative AI for 
Education 

Even as generative AI tools continue to advance and demonstrate new capabilities, they also 
continue to resemble what some researchers have called a “jagged frontier” because they can 
perform some tasks effectively and other tasks less effectively.  In addition, our understanding 2

of the risks posed by generative AI has grown more sophisticated and is especially relevant for 
the legal, ethical and professional standards to which we hold ourselves in higher education. 
Regardless of the use case and setting, an understanding of the capabilities and risks of AI is 
foundational for developing technical, ethical and practical knowledge that is often described as 
the “AI skills” or “AI literacy” that will be essential for both instructor and student success.  3

Authoritative frameworks and explanations for AI literacy in education include: 

● Modern Language Association and Conference on College Composition and Communication 
(MLA-CCCC) Joint Task Force on Writing and AI, “Student Guide to AI Literacy” and “Building 
a Culture for Generative AI Literacy in College Language, Literature, and Writing” 

● EDUCAUSE AI Literacy Programs for Faculty, Staff, and Students Working Group, “AI Literacy 
in Teaching and Learning: A Durable Framework for Higher Education” 

● UNESCO, “AI Competency Framework for Students” 
● Leo Lo, “AI Literacy for All: A Universal Framework” 
● Kimberly P Becker, Jessica L Parker, and Desi Richter, “Framework for the Future: Building AI 

Literacy in Higher Education” 
● Annette Vee, “What is Critical AI Literacy?” 

Recommendation. AI presents unique capabilities and risks for different professions and 
disciplines. Regardless of context, however, instructors and students should consider the 
following when using any generative AI tool: 

● Data Privacy. Data privacy remains a major concern and caution. Many generative AI tools 
do not guarantee the protections for private, confidential or sensitive data that may be 
required (or desired) for certain information. For example, student education records (as 
defined by FERPA) and protected research data should not be provided to generative AI 
tools unless/until they have been vetted for data privacy and other governance issues and  
approved by the University for the proposed use.  Additionally, it is important to review any 4

terms of use and privacy policies before registering a user account with any AI service. As 
generative AI tools integrate with other hardware and software interfaces, awareness of 
when and how generative AI and/or third-party providers are implicated in information 
sharing (e.g., text and file inputs, permissions to access data, account information and 
software) becomes central to data privacy and digital hygiene. 

4 Huang 2023. Full-time faculty and staff at UK currently can purchase individual licenses to Microsoft Copilot, a generative AI tool 
based on OpenAI’s models. This UK-specific Copilot license is compliant with FERPA and research integrity requirements. Interested 
faculty and staff should work with their unit leadership and business officer to arrange for a paid license. Additionally, open-source 
AI models may be installed on protected servers, but these should also be carefully reviewed for privacy and governance issues. 

3 McMurtrie 2025 (“College Graduates”); Rismanchian, Babar, and Doroudi 2025. 

2 Dell'Acqua, et al. 2023 
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● Accuracy. Language-based generative AI tools rely on a method of predicting strings of 
text based on user input and behavior. Since the initial release of AI tools in late 2022 and 
early 2023, some have gained the ability to search and retrieve information from the web as 
well as retrieve information from specific files or databases. Despite the advancements in 
both features and capabilities, AI tools may produce “hallucinations” or “confabulations”: 
fabricated, incorrect or misleading information. Hallucinations may also be described as a 
forecasting error similar to other predictive technologies. Hallucinations implicate a range of 
information such as facts, concepts, theories, claims, summaries, evidence, attribution, 
sources and citations.  In addition, hallucinations may involve information “drift” whereby 5

subtle shifts in language or understanding result in larger inaccuracies or misconceptions.  If 6

instructors or students use generative AI tools, verification and evaluation of the output will 
be a critical component of informed use.  7

● Learning and Agency. Generative AI offers a growing range of possibilities to enhance 
institutional and instructor efficacy as well as student learning.  Use cases include coaching 8

or tutoring, facilitating personalized learning, simulating interactions, augmenting research 
and writing, designing curricula and lessons, reviewing and editing drafts, creating content 
and instructional media and analyzing data. Some researchers and educators, however, 
warn that an overreliance on AI tools may bypass opportunities for meaningful learning and 
the development of students’ skills and agency.  Pedagogically effective use of generative AI 9

varies by activity, course, program and discipline, but it consistently relies on active 
engagement, reflective and self-regulated learning, transparency and accountability. 
Instructors are encouraged to have open conversations with students about appropriate and 
effective use of AI in the context of essential learning effort for the activity or course. 

● Ethics, Bias and Access. There is an ongoing conversation about the ethics of how 
generative AI models have been trained on large datasets including openly available data in 
terms of any biases that the models might inherit and propagate from the datasets or 
underlying protocols,  as well as issues of intellectual property in both the training data and 10

output  and impact on the environment.  Generative AI technologies continue to evolve at 11 12

a rapid pace, as do the ways in which we can access and use them. The performance, use 

12 Berthelot,Caron, Jay, and Lefèvre 2024; Crawford 2024; Ippolito 2025; Khan, et al. 2025; Wang, Li, and Li 2024; Zewe 2025. 

11 Lucchi 2023; Sobel 2018; Reisner 2025; Saveri and Butterick 2025; Scwartz and Rogers 2022; Strowel 2023; US Copyright Office 
2025; Zirpoli 2023. 

10 Bender, Gebru, McMillam-Major, and Shmitchell 2021; Bianchi, et al. 2023; Caliskan, Bryson, and Narayanan 2023; Fleisig 2024; 
Georgiou 2025; Greenblatt, et al. 2024; Hickerson and Perkins 2025; Horowitz and Plonksy 2025; Hosseini and Horbach 2023; Hovy 
and Prabhumoye 2023; Huang, et al. 2025; Kaplan, et al. 2024; Kheya, Bouadjenek, Aryal 2024; Kidd and Birhane 2023; Li, Chen, 
Namkoong, and Peng 2025; Malmqvist 2024; Nazer, et al. 2023; Nicoletti and Bass 2023; Omiye, et al. 2023; Pacheco, Cavalini, and 
Comarela 2025; Sandoval-Martin and Martínez-Sanzo 2024; Schwartz, et al. 2022; Sharma, et al. 2023; Small 2023; Turk 2023; 
Urbina, Vu, and Nguyen 2025; Wan, et al. 2023; Warr and Heath 2025; Wei, Kumar, and Zhang 2025; Whittaker, et al. 2019; Zhou, 
et al. 2024. 

9 Abbas, Jam, and Khan 2024; Anderson and Rainie 2025; Bastani, et al. 2024; Fan, et al. 2024; Gerlich 2025; Harvey, Koenecke, 
and Kizilcec 2025; Heying and Chiu 2025; Jošt, Taneski, and Karakatič 2024; Kane 2025; Kumar, et al. 2023; Lee, et al. 2025; 
Lehmann, Cornelius, and Sting 2025; McMurtrie 2025 (“Teaching”); Miller 2025; Nguyen, Hong, Dang, and Huang 2024; Pearson 
2025; Rosenzweig 2022; Underwood 2025; Wang, et al. 2024; Ward, Bhati, Neha, and Guercio 2024; Zhai, Wibowo, and Li 2024. 
See also Handa and Bent 2025 for student use of Claude. Researchers suggest that users may overestimate the accuracy and 
authority of generative AI output, e.g., Steyvers, et al. 2025. Other researchers similarly suggest that “people with lower AI literacy 
are typically more receptive to AI,” especially when perceived as “magical,” cf. Tully, Longoni, and Appel 2025. 

8 Deng, et al. 2025; Kestin and Miller, et al. 2024; Lira, et al. 2025; Palmer 2024; Suriano, Plebe, Acciai, and Fabio 2025. 

7 While hallucinations are almost always invoked as a caution, some researchers have suggested that they may offer a unique 
affordance for scientific discovery when used under the right conditions, e.g., Broad 2024. 

6 Parker and Becker 2024. 

5 Athaluri, e tal. 2023; Alkaissi and McFarlane 2023; Broad 2024; Elliott 2025; Hosseini, Rasmussen, and Resnik 2023; Jaźwińska 
and Chandrasekar 2025; Kim, et al. 2025; Metz 2023; Mills and Angell 2025; Schwarcz, et al. 2025; Stening 2023; Weise and Metz 
2023; Zhao, et al. 2024. 
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conditions and features of generative AI tools may change over time and without warning. 
Freely accessible AI tools have grown more sophisticated and useful, but there may also be 
cost barriers to accessing features, capabilities and allowances in more powerful models and 
subscription-based accounts. 

Open-Source Models. Open-source models such as Google’s Gemma 3, Meta’s Llama 3.3 and 
Mistral Small 3.1 have become more competitive with proprietary models while allowing further 
customization with potentially less demand on computational resources.  Open-source models 13

may be downloaded onto local devices and protected servers to mitigate data privacy concerns; 
however, any use of generative AI (whether open-source or proprietary) requires attention to 
accuracy, agency, ethics, bias and impact of use.  Before downloading an open-source model or 14

software for AI models, instructors should assess possible risks and consult with UK Information 
Technology Services (UK ITS).  15

Developing and Communicating Course Policies on 
Generative AI 

Clarity around expectations for student use of generative AI is essential for student success 
because students are likely navigating different policies, requirements and approaches to the 
use of generative AI in their courses.  Students therefore may be unsure about generative AI, 16

especially whether it can or should be used for their coursework.  Students may even be 17

reluctant to ask about expectations in the face of ambiguity or uncertainty.  18

While instructors will adopt a range of policies and approaches for students’ use of generative 
AI in courses, they should be made clear for students both verbally and on syllabi and other 
locations where students regularly interact with information about the course (e.g., Canvas). 

The Office of the Provost maintains syllabus guidance, including required and optional syllabus 
components, drawn from Administrative Regulations—Academic and Student Affairs 6.1.2. The 
UK Center for the Enhancement of Learning and Teaching (CELT) maintains a range of example 
AI course policies using different rationales for instructors to adapt to their courses. 

Recommendation. We recommend that course policies exhibit four key characteristics: 

● People-centered: policies are student- and instructor-centered  
● Adaptability: policies are adapted to the needs and circumstances of the course 
● Effectiveness: policies demonstrate characteristics of an effective course policy  
● Awareness: policies promote awareness and understanding of generative AI  19

19 Byrd, et al. 2023. 

18 Ryan, Gheen, and Midgley 1998; Ryan, Pintrich, and Midgley 2001; Sheu, Cong, and Dawes 2022. 

17 Amigud and Pell 2021; Baek, Tate, and Warschauer 2024; Bens 2022; Eaton 2023; Kumar 2025; Rienties, et al. 2025. 

16 Luo 2024. 

15 For example, open-source repositories may distribute malware through AI tools, e.g., Landymore 2025. In addition, open-source 
models may be compromised and execute malicious code or transmit data to a third party, e.g., Shah 2024. 

14 For example, see Ying, et al. 2025. 

13 Manchanda, Boettcher, Westphalen, and Jasser 2025. 
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People-centered. AI is a tool that instructors and students can use to enhance education, but  
it should be used with human oversight and an awareness of its strengths and limitations.  
Students and instructors should exercise judgment and control over the use of generative AI so  
that it is used to augment — rather than replace — instructor decision-making and student  
learning. The U.S. Department of Education’s Office of Educational Technology describes this as  
keeping “humans in the loop,” whereby “the human is fully aware and fully in control, but their  
burden is less, and their effort is multiplied by a complementary technological enhancement.”   20

Adaptability. Course policies regarding the use of generative AI are best adapted to the local  
context of the course, including the instructor’s expertise and perspectives; the course learning  
goals; the nature of the coursework, discipline and/or profession; and the learning needs of the  
students. While generative AI may not be as useful for one course, it may also present an  
opportunity to enhance learning in another course. Moreover, different modalities and tools for 
generative AI may be more or less desirable for a course. While instructors may adopt a range  
of course policies regarding the use of generative AI, those policies likely will fall within one of  
four areas on a spectrum:  

● No use  
● Use only when/as directed  
● Use freely in certain cases  
● Use freely in all cases  21

For more restrictive course policies, an instructor may need to consider measures to ensure that 
the policy is followed appropriately. This may involve adapting assignments and holding certain 
activities during class meetings. Additionally, for more restrictive course policies, it is important 
to understand the limitations of AI detectors as described in the section of these guidelines on  
responding to possible misuse. 

For more permissive course policies, an instructor may need to consider measures to ensure  
transparency and appropriate documentation of the use of generative AI. Documentation of AI 
use may range from a brief statement to a detailed explanation of how AI tools were used to 
accomplish specific tasks for an assignment, along with media (e.g., screenshots) or links to 
other files, webpages or chatbot conversations. 

Any questions or requests from students related to the use of generative AI as learning  
accommodations should be referred to the UK Disability Resource Center.  

Effectiveness. An effective course policy generally includes the following information:  22

● A definition of generative AI. For example, “Generative AI refers to a range of tools and 
software features that draw from training on large datasets to generate new content in 

22 Foltynek, et al. 2023. 

21 For more on frameworks for AI use in course policies, see work on the AI Assessment Scale, e.g., Perkins, Furze, Roe, and 
MacVaugh 2024; Perkins, Roe, and Furze 2024. See also Corbin, Dawson, Nicola-Richmond, and Partridge 2025, especially for their 
analysis of AI assessment policies and recommendation of “three critical dimensions: the feasibility of enforcement, the preservation 
of authentic learning, and the emotional wellbeing of teachers and students.” 

20 US Department of Education Office of Educational Technology 2023. 
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written, visual and other forms based on user interactions.” This definition may be  
expanded or revised to include information that is relevant to the course and discipline. 

● A statement on whether the use of generative AI will be permitted for coursework and, 
if so, how and to what degree it will be permitted. 

● A specific description of what constitutes inappropriate use of generative AI in the  
course as well as the consequences for inappropriate use. 

● A process for students to document the use of generative AI for assignments and other 
course activities (if it is permitted). Documentation may involve only a brief statement or 
it may involve a more detailed explanation of tools, tasks and outcomes that highlights 
the student’s agency and decision-making process. It is good practice to include the  
website or software that was used, the name of the AI model(s) and the date(s) of use 
and the purposes or tasks for which AI was used.  23

● A rationale for the policy grounded in the context of the discipline or profession, the  
learning goals of the course, the skills assessed and/or ethics and academic integrity.  

● Links to resources for understanding and using generative AI ethically and effectively. 
(See the short list of resources later in this document as well as the literacy resources 
earlier.)  

● A learner-centered and student-friendly tone that builds understanding and motivation  
for students in the course.  

● An invitation for students to discuss any questions or concerns with the instructor. 

For assistance in discussing generative AI with students, designing and communicating course 
policies and better understanding generative AI in the context of teaching and learning, 
instructors can work with the UK Center for the Enhancement of Learning and Teaching (CELT). 

Responding to Misuse of Generative AI in Coursework 

With the proliferation and advancement of generative AI tools over the past two years, there 
may be occasions when an instructor suspects that AI has been used inappropriately for an 
activity or assignment. Because generative AI is different from many other technologies to 
which higher education has adapted, it is important to recognize that there is a wider range of 
possible misuse of generative AI tools depending on the course policy: 

● Copying significant or entire portions of text from generative AI with little or no editing 
● Relying on generative AI output as an initial draft that is subsequently refined 
● Using ideas, approaches or plans that generative AI tools have suggested 
● Asking generative AI tools for help with assignments and activities 
● Reusing information, calculations or solutions provided by a generative AI tool 

23 Hosseini, Resnik, and Holmes 2023; Perkins 2023. 
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● Integrating small portions of text generated by an AI tool 
● Revising or copyediting text with a generative AI tool 

Additionally, even if a student attributes their use of generative AI, it may still be “misuse” if  
course policy prohibits it in that scenario. Clear policies will help students and instructors 
navigate the range of possible misuse cases and understand what to expect if an instructor 
determines that misuse has occurred.  24

The UK Administrative Regulations—Academic and Student Affairs 6.3.2 defines plagiarism and 
cheating. The UK Ombud website maintains definitions of plagiarism and cheating drawn from 
the Administrative Regulations. The Ombud website also provides information about the 
procedure for processing academic offenses. 

It’s important to note that because generative AI’s language models draw from a variety of  
sources (including openly available text on the world wide web), it is possible that writing, ideas 
and other output produced by generative AI may themselves lack proper attribution of source 
material and may imitate or reproduce copyrighted material on which they were trained.  25

Detectors. Over the past two years, different approaches to detecting AI-written text have 
been developed in both research and commercial contexts. The majority of AI detection tools 
analyze a body of text for patterns that may approximate those of generative AI text output.  26

AI detection has become a contentious topic, and research has shown mixed initial findings 
regarding the tools’ efficacy and potential for false negatives/positives and bias.  Research and 27

practice have found detectors to be ineffective for the following reasons: 

● They can be prone to false positives, i.e., indicating that all or part of a student’s work is  
likely AI-generated when it is not.  Relying on these percentages may introduce bias in the 28

assessment process and demoralize students if further action is taken. 

● They can be evaded with a combination of prompt manipulation (e.g., iterating a prompt to 
receive ideal output) and hand-editing the output.  Some AI tools are marketed with claims 29

of “humanizing” AI output to evade detection.  30

● They cannot be verified with matching sources (as opposed to similarity detectors that link 
to matching sources, e.g., on webpages). 

● They do not guarantee the protection, privacy and confidentiality of any information, data or 

30 Watkins 2024 (“AI Influencers”). 

29 Anderson, et al. 2023; Perkins, et al. 2024; Thompson and Hsu 2023; Sadisivian, et al. 2025; Weber-Wulff, et al. 2023. 

28 D’Agostino 2023; Dalalah and Dalalah 2023; Flitcroft, et al. 2024; Giray 2024; Jiang, Hao, Fauss, and Li 2024; Liang, et al. 2023. 

27 Bellini, et al. 2024; Cingillioglu 2023; Chaka 2024; Crockett and Howe 2024; Dugan, et al. 2024; Elkhatat, Elsaid, and Saeed 
Almeer 2023; Fowler 2023; Gegg-Harrison and Quarterman 2024; Giray, Sevnarayan, and Madiseh 2025; Krishna, et al. 2023; Malik 
and Amjad 2025; Pan, et al. 2024; Paustian and Slinger 2024; Popkov and Barrett 2024; Rafiq, Ain, and Afzal 2025; Salem, et al. 
2023; Weber-Wulff, et al. 2023. 

26 Emerging methods such as process tracking and watermarking are being explored. For more, see MLA-CCCC Joint Task Force on 
Writing and AI 2024; Dathathri 2024; OpenAI 2024. 

25 Appel, Neelbauer, and Schweidel 2023; Dobrin 2023; Small 2023; Smits and Borhuis 2022; Thorpe 2023. 

24 Council of Writing Program Administrators 2019 
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intellectual property that a student or instructor inputs.  31

● They risk creating a surveillance-based or adversarial learning environment that can  
negatively affect student motivation, learning and belonging.  32

Data on detectors will continue to emerge and require ongoing reassessment, which may result  
in updated guidelines.  33

Data Privacy. Student education records should not be input into third-party generative AI  
detection tools or systems unless and until the tools/systems have been vetted for data privacy  
and other AI governance issues and approved by the university for use. This includes  
generative AI systems and other software or applications that include detection tools. The 
Family Educational Rights and Privacy Act (FERPA) applies to all student education records, i.e., 
“records that are directly related to a student and that are maintained by an educational agency 
or institution or a party acting for or on behalf of the agency or institution.”  34

Responding. Should an instructor suspect that a student has used generative AI  
inappropriately to complete all or part of an activity or assignment, we suggest consultation 
with the department chair or school director and the Academic Ombud.  

Recommendation. Because of these issues and concerns, we recommend against the use of 
generative AI detectors for determining academic offenses. UK ADVANCE will continue to 
monitor the landscape and update the guidelines as appropriate.  

Designing Assignments, Curricula and Learning 
Experiences 

The public release of generative AI tools has prompted a robust inquiry around how we design 
assignments, curricula and learning experiences that leverage the affordances of AI in ways 
that are ethical and appropriate for different educational contexts. The impact and opportunities 
of this technology vary by industry, profession, discipline, program, course and instructor, but 
the overall principles of assessment and learning design are important guides. 

Principles of Assessment Design. The design of assessments is driven by many 
context-specific considerations, most importantly:  

● Course and program learning outcomes  
● Competencies and skills in the discipline or profession  
● Scaffolding along the course curriculum  
● Authentic and engaging learning experiences  
● Clarity, structure and transparency 

34 US Department of Education Student Privacy Policy Office. 

33 Initial findings are also mixed for human ability to distinguish AI-written content from human-written content, e.g., Casal and 
Kessler 2023; Fleckenstein, et al. 2024; Jones and Bergen 2024; Kofinas, Tsay, and Pike 2025; Liu, et al. 2024; Stadler, et al. 2024; 
Waltzer, Pilegard, and Heyman 2024. Some research has suggested that particular methods and tools may accurately detect 
AI-generated text, but these often are restricted to a very specific kind of text, e.g., Desaire, Chua, Kim, and Hua 2023, or are 
contested by independent reviewers, e.g., McCrosky 2024. 

32 Acevedo 2023; CCCC-IP Caucus; Cullen 2022; Lang 2013. 

31 See, for example, GPTZero’s privacy policy at https://gptzero.me/privacy-policy.html.  

8 

https://gptzero.me/privacy-policy.html


 

● Opportunities to practice and improve  
● Iterative feedback on performance  
● Reflection on progress and learning  

Effective, learning-centered assessments follow from these principles whether they seek to  
avoid the use of generative AI or engage students in it. 
Design Strategies to Enhance Learning and Mitigate Misuse of Generative AI.  
Strategies that mitigate conditions that may lead to misuse of generative AI also draw from  
principles of strong teaching and learning design. Instructors may consider how assessments, 
curricula and activities can draw from any of the following strategies as is appropriate for the 
course, students and other factors. None of these strategies are foolproof ways to ensure that 
generative AI is not used in inappropriate ways, but they do refine instructional approaches in 
ways that can better incentivize and motivate authentic and engaged learning. 

● Segment larger assessments with checkpoints and/or multiple deliverables that value  
iterative processes along with final products. 
○ This strategy helps students to organize and plan their efforts, make steady progress 

toward a larger goal, increase their self-efficacy and reflect on their decision-making by 
documenting their process. Process documentation can take many forms and, if AI is 
allowed, can include artifacts attesting to students’ engagement with AI tools. 

● Integrate work toward assessments into class meetings and other planned interactions. 
○ This strategy ensures that opportunities to study, practice, plan, research, draft, revise, 

etc., are embedded in the culture of the course, and students are held accountable for 
doing the work in ways that are constructive for learning. 

● Ground assessments in the unique context of the course and draw from embedded, 
real-world scenarios. 
○ This strategy asks instructors to integrate unique aspects of the course, whether  

particular readings, concepts, methods, discussions, cases, workforce issues, etc., rather 
than assigning abstracted or generic tasks. While generative AI is capable of responding 
to intricate instructions, authentic assessments can engage and motivate students. 

● Incorporate opportunities to receive feedback on learning and performance via drafts and 
revisions, development phases, interactive practice, observations, etc. 
○ This strategy leverages frequent, formative assessment as a way to lower the stakes, 

engage and motivate students and focus on opportunities for growth. 

● Ask students to contribute original insights, analyses and other perspectives. 
○ This strategy incentivizes students to add their own informed contributions to the issues 

at hand, which frames learning as more than merely reproducing extant knowledge.  

● Include moments when students need to be conversant about the content, nature and 
progress of their own work. 
○ This strategy engages students in multiple modes and contexts for communicating about 

their learning and emphasizes the importance of reflecting on their efforts in addition to 
“proving” that they have engaged in the activity at hand. 
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● Ask students to express their learning in different genres, formats and modalities. 
○ This strategy engages students in different modes and genres of communication in  

preparation for careers that will require them to engage with different stakeholders in a 
variety of rhetorical and strategic situations. 

● Examine assignments for their validity to what they’re attempting to assess.  35

○ This strategy ensures that assessments are best aligned with the knowledge, skills, 
competencies, values and other targets for the course and/or program. For example, an 
exam that covers cognitive outcomes based on knowledge retention would not be valid if 
the desired outcome were more concerned with a competency-based framework. 

These design strategies are equally important for courses with significant asynchronous aspects, 
whether online, hybrid or in-person. Regardless of a course’s form and setting, students benefit 
from meaningful interactions with peers and instructors, intentional and structured approaches, 
authentic and productively challenging learning activities and transparency around expectations. 

Student Use of Generative AI. While some situations may not call for the use of generative 
AI, others may be enhanced when it is used strategically. If an instructor integrates generative 
AI into an assignment or learning activity, it is important that all students are supported in the 
use of digital technologies rather than relying on extant, uneven literacies and comfort levels 
with generative AI tools.  This might mean walking students through the process of using AI 36

for a particular task, providing tips for effective use of AI for that task, connecting students to 
resources and tutorials, addressing the AI tool during office hours, etc. Generative AI has shown 
potential to be effective for learning when used in an assistive capacity while: 

● Brainstorming or discovering ideas and approaches 
● Organizing projects or planning efforts 
● Summarizing, synthesizing or transforming information and other content 
● Interpreting, analyzing and strategizing with data 
● Designing, implementing and reviewing research or scholarly projects 
● Offering different or divergent possibilities for approaches to a task 
● Giving formative feedback on ideas, drafts or other material 
● Coaching, tutoring or supporting students’ learning, studying and practice in the course 
● Creating material for demonstrations, case studies, simulations and experiential activities 
● Personalizing or adapting learning activities or course content 

To ensure that students learn to become strategic and ethical users of generative AI, it will be 
important to emphasize that students should review all AI output for accuracy, appropriateness 
and quality, and to understand that the output represents only one possibility for understanding 
and responding to an issue among many others. In many cases, it will be important for students 
to document their use of generative AI. This documentation may involve only a brief statement 
or it may involve a more detailed explanation of tools, tasks and outcomes that highlights the 
student’s agency and decision-making process (similar to a methods section). It is good practice 
to include the website or software that was used, the name of the AI model(s) and the date(s) 
of use and the purposes or tasks for which AI was used. 

36 Zamfirescu-Pereira, Wong, Hartmann, and Yang 2023.  
35 Dawson, Bearman, Dollinger, and Boud 2024. 

10 



 

Instructor Use of Generative AI. Instructors may use generative AI tools to enhance their 
efforts to support student learning and success. Similar to students, instructors should review all 
AI output for accuracy, appropriateness and quality, and understand that AI output represents 
only one possibility for approaching a particular instructional task or situation. Generative AI has 
shown potential to be effective for instructors when used in an assistive capacity while: 

● Brainstorming or discovering ideas and approaches to teaching and curricular design 
● Considering concepts, information, examples, practices and discourses in other fields 
● Designing or getting feedback on instructional artifacts such as handouts, rubrics, lesson 

plans, instructions, notes, slide presentations and other media 
● Customizing or considering alternative approaches to teaching, curricula and materials 
● Implementing AI-driven course assistants, tutors or support agents 
● Identifying information, material and ideas to support student learning or projects 
● Composing effective feedback on student work 
● Generating a variety of questions, prompts, scenarios and tasks for students to engage 
● Reviewing courses, modules or lessons against specific criteria or frameworks 
● Simulating or anticipating learners’ reception of activities or course material 
● Considering evidence-based practices and frameworks for teaching and curricular design 

A recommended practice for instructors is maintaining transparency around how they are using 
generative AI in ways that align with expectations for students in the class.  Instructors should 37

not use generative AI in place of their own judgment to determine numerical or letter grades.  38

In addition, student work and other intellectual property should not be shared with third-party 
AI tools without student permission. 

Resources for Instructors and Students. Resources for instructors and students have 
proliferated since the introduction of ChatGPT in late 2022. UK ADVANCE offers the following 
short list of curated resources as a starting place for instructors and students who are eager to 
learn more about how generative AI works as well as how generative AI can support teaching 
and learning with practical examples of application in learning environments.  

● Text Gen Ed: Teaching with Text Generation Technologies, edited by Tim Laquintano, Carly 
Schnitzler and Annette Vee, WAC Clearinghouse, 2023 

● Text Gen Ed: Continuing Experiments January 2024 and August 2024, edited by Carly 
Schnitzler, Annette Vee and Tim Laquintano, WAC Clearinghouse, 2024 

● Teaching Repository for AI-Infused Learning, University of Central Florida, 2024-2025 
● The AI Pedagogy Project, metaLAB at Harvard, 2023-2025 
● “Thinking Like an AI,” Ethan Mollick, 20 Oct 2024 
● Inside Higher Ed and Chronicle of Higher Education coverage of AI 

38 Research and expert perspectives on the accuracy, fairness and appropriateness of generative AI based grading are conflicted and 
cautious, especially regarding more complex assessments, e.g., Chai, et al. 2024; Flodén 2025; Furze 2024; Grévisse 2024; Jonäll 
2024; Kooli and Yusuf 2023; Kortemeyer 2023; Kostic, Witschel, Hinkelmann, and Spahic-Bogdanovic 2024; Li, et al. 2023; Najafi, 
Pabba, Subramanian, and Vidals 2025; Pack, Barrett, and Escalante 2024; Seßler, Fürstenberg, Bühler, and Kasneci 2025; Taylor 
2024; The Learning Network 2024; Wu, et al. 2025; Xie, Niu, Xue, and Guan 2024; Yavuz, Çelik, and Çelik 2025; Zhang, Boey, Tan, 
and Jia 2024. This recommendation does not apply to software or digital platforms that have been approved for use in determining 
grades, nor does it apply to automated scoring of closed-ended questions and similar assessments, e.g., via Canvas. 

37 Watkins 2024 (“Open Disclosure”). 
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https://wac.colostate.edu/repository/collections/textgened/front-matter/table-of-contents/
https://wac.colostate.edu/repository/collections/continuing-experiments/january-2024/
https://wac.colostate.edu/repository/collections/continuing-experiments/august-2024/
https://stars.library.ucf.edu/traiil/
https://aipedagogy.org/
https://www.oneusefulthing.org/p/thinking-like-an-ai
https://www.insidehighered.com/news/tech-innovation/artificial-intelligence
https://www.chronicle.com/search?q=AI


 

Support for Instructors at CELT. For support with teaching and learning with generative AI 
(as well as developing generative AI literacies and skills), instructors are encouraged to work 
with the UK Center for the Enhancement of Learning and Teaching (CELT), which provides 
programs, workshops and resources on generative AI and consults with instructors and the UK 
community on up-to-date issues, information, strategies, practices and skills for generative AI. 

Support for the UK Community. Contact UKADVANCE@uky.edu with questions, ideas and  
recommendations as well as feedback regarding AI-related efforts underway on campus. The  
UK ADVANCE webpage can be viewed at advance.uky.edu.  

 
References 
Abbas, Muhammad, Farooq Ahmed Jam, and Tariq Iqbal Khan. “Is it harmful or helpful? Examining the causes and 

consequences of generative AI usage among university students.” International Journal of Educational 
Technology in Higher Education, vol 21, 2024. DOI: 10.1186/s41239-024-00444-7. 

Acevedo, Matthew M. “The Panoptic Gaze and the DIscourse of Academic Integrity” In Critical Digital Pedagogy in  
Higher Education, Athabasca University Press, 2023. DOI: 10.15215/aupress/9781778290015.01.  

Alkaissi, Hussam and Samy I McFarlane. “Artificial Hallucinations in ChatGPT: Implications in Scientific Writing.”  
Cureus, vol 15, no 2, 19 Feb 2023. DOI: 10.7759/cureus.35179.  

Amigud, Alexander and David J Pell. “When academic integrity rules should not apply: a survey of academic staff.”  
Assessment & Evaluation in Higher Education, vol 46, no 6, 2021. DOI: 10.1080/02602938.2020.1826900. 

Anderson, Jana and Lee Rainie. Being Human in 2035: How are We Changing in the Age of AI? Elon University 
Imagining the Digital Future Center, 2 April 2025. imaginingthedigitalfuture.org/reports-and-publications/ 
being-human-in-2035/. 

Anderson, Nash, et al. “AI did not write this manuscript, or did it? Can we trick the AI text detector into generated   
texts? The potential future of ChatGPT and AI in Sports & Exercise Medicine manuscript generation.” BMJ Open  
Sport and Exercise Medicine, vol 9, 2023. DOI: 10.1136/bmjsem-2023-001568.  

Appel, Gil, Juliana Neelbauer, and David A. Schweidel. “Generative AI Has an Intellectual Property Problem.” Harvard  
Business Review, 7 April 2023. hbr.org/2023/04/generative-ai-has-an-intellectual-property-problem.  

Athaluri, Sai Anirudh, et al. “Exploring the Boundaries of Reality: Investigating the Phenomenon of Artificial  
Intelligence Hallucination in Scientific Writing Through ChatGPT References.” Cureus, vol 15, no 4, 11 April 2023.  
DOI: 10.7759/cureus.37432. 

Baek, Clare, Tamara Tate, and Mark Warschauer. “ ‘ChatGPT seems too good to be true’: College students’ use and 
perceptions of generative AI.” Computers and Education: Artificial Intelligence, vol 7, 2024. DOI: 10.1016/ 
j.caeai.2024.100294. 

Bastani, Hamsa, et al. “Generative AI Can Harm Learning.” SSRN, 18 July 2024 DOI: 10.2139/ssrn.4895486. 
Bellini, Valentina, et al. “Between human and AI: assessing the reliability of AI text detection tools.” Current Medical 

Research and Opinion, vol 40, 2024. DOI: 10.1080/03007995.2024.2310086. 
Bender, Emily, Timnit Gebru, Angelina McMillan-Major, and Shmargaret Shmitchell. “On the Dangers of Stochastic  

Parrots: Can Language Models Be Too Big?” Proceedings of the 2021 ACM Conference on Fairness,  
Accountability, and Transparency, March 2021, pp 610-623. DOI: 10.1145/3442188.3445922.  

Bens, Susan L. “Helping Students Resolve the Ambiguous Expectations of Academic Integrity.” In Academic Integrity  
in Canada: An Enduring and Essential Challenge, Springer, 2022. DOI: 10.1007/978-3-030-83255-1_19.  

Berthelot, Adrien, Eddy Caron, Mathilde Jay, and Laurent Lefèvre. “Estimating the environmental impact of 
Generative-AI services using an LCA-based methodology.” Procedia CIRP, vol 122, 2024. DOI: 10.1016/ 
j.procir.2024.01.098. 

Bianchi, Federico, et al. “Easily Accessible Text-to-Image Generation Amplifies Demographic Stereotypes at Large  
Scale.” Proceedings of the 2023 ACM Conference on Fairness, Accountability, and Transparency, June 2023, pp  
1493-1504. DOI: 10.1145/3593013.3594095.  

Broad, William J. “How Hallucinatory A.I. Helps Science Dream Up Big Breakthroughs.” The New York Times, 23 Dec 
2024. www.nytimes.com/2024/12/23/science/ai-hallucinations-science.html. 

Byrd, Antonio, et al. “MLA-CCCC Joint Task Force on Writing and AI Working Paper: Overview of the Issues,  
Statement of Principles, and Recommendations.” Modern Language Association of America and Conference on  
College Composition and Communication, July 2023. aiandwriting.hcommons.org/working-paper-1/. 

Caliskan, Aylin, Joanna J Bryson, and Arvind Narayanan. “Semantics derived automatically from language corpora  
contain human-like biases.” Science, vol 365, no 6334, pp 183-186. DOI: 10.1126/science.aal4230.  

Casal, J Elliott and Matt Kessler. “Can linguists distinguish between ChatGPT/AI and human writing?: A study of 
research ethics and academic publishing.” Research Methods in Applied Linguistics, vol 2, 2023. DOI: 
10.1016/j.rmal.2023.100068. 

12 

https://celt.uky.edu/
mailto:UKADVANCE@uky.edu
https://advance.uky.edu
https://doi.org/10.1186/s41239-024-00444-7
https://doi.org/10.15215/aupress/9781778290015.01
https://doi.org/10.7759/cureus.35179
https://doi.org/10.1080/02602938.2020.1826900
https://imaginingthedigitalfuture.org/reports-and-publications/being-human-in-2035/
https://imaginingthedigitalfuture.org/reports-and-publications/being-human-in-2035/
http://dx.doi.org/10.1136/bmjsem-2023-001568
https://doi.org/10.7759/cureus.37432
https://doi.org/10.1016/j.caeai.2024.100294
https://doi.org/10.1016/j.caeai.2024.100294
https://dx.doi.org/10.2139/ssrn.4895486
https://doi.org/10.1080/03007995.2024.2310086
https://doi.org/10.1145/3442188.3445922
https://doi.org/10.1007/978-3-030-83255-1_19
https://doi.org/10.1016/j.procir.2024.01.098
https://doi.org/10.1016/j.procir.2024.01.098
https://doi.org/10.1145/3593013.3594095
https://www.nytimes.com/2024/12/23/science/ai-hallucinations-science.html
https://aiandwriting.hcommons.org/working-paper-1/
https://doi.org/10.1126/science.aal4230
https://doi.org/10.1016/j.rmal.2023.100068


 

CCCC-IP Caucus. “Recommendations Regarding Academic Integrity and the Use of Plagiarism Detection Services.”  
Conference on College Composition and Communication. culturecat.net/files/CCCC-IPpositionstatementDraft.pdf. 

Chai, Fangyuan, et al. “Grading by AI makes me feel fairer? How different evaluators affect college students’ 
perception of fairness.” Frontiers in Psychology, vol 15, 2024. DOI: 10.3389/fpsyg.2024.1221177.  

Chaka, Chaka. “Accuracy pecking order – How 30 AI detectors stack up in detecting generative artificial intelligence 
content in university English L1 and English L2 student essays.” Journal of Applied Learning & Teaching, vol 7, no 
1, 2024. DOI: 10.37074/jalt.2024.7.1.33. 

Cingillioglu, Ilker. “Detecting AI-generated essays: The ChatGPT challenge.” International Journal of Information and  
Learning Technology, vol 40, no 3, 2023, pp 259-268. DOI: 10.1108/IJILT-03-2023-0043. 

Corbin, Thomas, Phillip Dawson ,Kelli Nicola-Richmond, and Helen Partridge. “ ‘Where’s the line? It’s an absurd line’: 
towards a framework for acceptable uses of AI in assessment.” Assessment and Evaluation in Higher Education, 
2025, DOI: 10.1080/02602938.2025.2456207. 

Council of Writing Program Administrators. “Defining and Avoiding Plagiarism: The WPA Statement on Best  
Practices.” 30 Dec 2019. wpacouncil.org/aws/CWPA/pt/sd/news_article/272555/_PARENT/layout_details/false. 

Crawford, Kate. “Generative AI’s environmental costs are soaring — and mostly secret.” Nature World View, 20 Feb 
2024. www.nature.com/articles/d41586-024-00478-x. 

Crockett, Robin and Robert Howe. “The Inherent Uncertainties of AI-Text Detection and the Implications for 
Education Institutions: An Overview.” In Academic Integrity in the Age of Artificial Intelligence, edited by Saadia 
Mahmud, IGI Global, 2024. DOI: 10.4018/979-8-3693-0240-8.ch010. 

Cullen, Courtney S. “Pivoting From Punitive Programs to Educational Experiences: Knowledge and Advice From  
Research.” Journal of College and Character, vol 23, 2022, pp 48-59. DOI: 10.1080/2194587X.2021.2017973. 

D’Agostino, Susan. “Turnitin’s AI Detector: Higher-Than-Expected False Positives.” Inside Higher Ed, 1 June 2023.  
www.insidehighered.com/news/quick-takes/2023/06/01/turnitins-ai-detector-higher-expected-false-positives. 

Dalalah, Doriad and Osama MA Dalalah. “The false positives and false negatives of generative AI detection tools in  
education and academic research: The case of ChatGPT.” The International Journal of Management Education,  
vol 21, no 2, 2023. DOI: 10.1016/j.ijme.2023.100822.  

Dathathri, Sumanth, et al. “Scalable watermarking for identifying large language model outputs.” Nature, vol 634, 
2024, pp 818-823. DOI: 10.1038/s41586-024-08025-4. 

Dawson, Phillip, Margaret Bearman, Mollie Dollinger, and David Boud. “Validity matters more than cheating.” 
Assessment & Evaluation in Higher Education, vol 49, no 7, 2024. DOI: 10.1080/02602938.2024.2386662. 

Dell'Acqua, Fabrizio, et al. “Navigating the Jagged Technological Frontier: Field Experimental Evidence of the Effects  
of AI on Knowledge Worker Productivity and Quality.” Harvard Business School Working Paper 24-013, 2023.  
www.hbs.edu/ris/Publication%20Files/24-013_d9b45b68-9e74-42d6-a1c6-c72fb70c7282.pdf.   

Deng, Ruiqi, et al. “Does ChatGPT enhance student learning? A systematic review and meta-analysis of experimental 
studies.” Computers and Education, vol 227, April 2025. DOI: 10.1016/j.compedu.2024.105224. 

Desaire, Heather, Aleesa E Chua, Min-Gyu Kim, and David Hua. “Accurately detecting AI text when ChatGPT is told to 
write like a chemist.” Cell Reports Physical Science, vol 4, 2023. DOI: 10.1016/j.xcrp.2023.101672.   

Dobrin, Sidney I. Talking About Generative AI: A Guide for Educators. Broadview Press, 15 May 2023.  
sites.broadviewpress.com/ai/talking/.  

Dugan, Liam, et al. “RAID: A Shared Benchmark for Robust Evaluation of Machine-Generated Text Detectors.” arXiv, 
10 June 2024. DOI: 10.48550/arXiv.2405.07940. 

Eaton, Sarah Elaine. “Postplagiarism: transdisciplinary ethics and integrity in the age of artificial intelligence and 
neurotechnology.” International Journal for Educational Integrity, vol 19, 2023. DOI: 10.1007/s40979-023- 
00144-1. 

Elkhatat, Ahmed M, Khaled Elsaid, and Saeed Almeer. “Evaluating the efficacy of AI content detection tools in  
differentiating between human and AI-generated text.” International Journal for Educational Integrity, vol 19,  
2023. DOI: 10.1007/s40979-023-00140-5.   

Elliot, Oli. “Representation of BBC News content in AI Assistants.” BBC, Feb 2025. www.bbc.co.uk/aboutthebbc/ 
documents/bbc-research-into-ai-assistants.pdf. 

Fan, Yizhou, et al. “Beware of Metacognitive Laziness: Effects of Generative Artificial Intelligence on Learning 
Motivation, Processes, and Performance.” British Journal of Educational Technology, vol 56, no 2, 2025 [first 
published 10 Dec 2024]. DOI: 10.1111/bjet.13544. 

Fleckenstein, Johanna, et al. “Do teachers spot AI? Evaluating the detectability of AI-generated texts among student 
essays.” Computers and Education: Artificial Intelligence, vol 6, 2024. DOI: 10.1016/j.caeai.2024.100209. 

Fleisig, Eve, at al. “Linguistic Bias in ChatGPT: Language Models Reinforce Dialect Discrimination.” arXiv, 17 Sep 
2024. DOI: 10.48550/arXiv.2406.08818. 

Flitcroft, Madelyn A, et al. “Performance of Artificial Intelligence Content Detectors Using Human and Artificial 
Intelligence-Generated Scientific Writing.” Annals of Surgical Oncology, vol 31, 2024. DOI: 
10.1245/s10434-024-15549-6. 

Flodén, Jonas. “Grading exams using large language models: A comparison between human and AI grading of exams 
in higher education using ChatGPT.” British Education Research Journal, vol 51, 2025. DOI: 10.1002/berj.4069.  

Foltynek, Tomas, et al. “ENAI Recommendations on the ethical use of Artificial Intelligence in Education.”  
International Journal for Educational Integrity, vol 19, 2023. DOI: 10.1007/s40979-023-00133-4. 

Fowler, Geoffrey A. “Detecting AI may be impossible. That’s a big problem for teachers.” The Washington Post, 2  
June 2023. www.washingtonpost.com/technology/2023/06/02/turnitin-ai-cheating-detector-accuracy/. 

13 

http://culturecat.net/files/CCCC-IPpositionstatementDraft.pdf
https://doi.org/10.3389/fpsyg.2024.1221177
https://doi.org/10.37074/jalt.2024.7.1.33
https://doi.org/10.1108/IJILT-03-2023-0043
https://doi.org/10.1080/02602938.2025.2456207
https://wpacouncil.org/aws/CWPA/pt/sd/news_article/272555/_PARENT/layout_details/false
https://www.nature.com/articles/d41586-024-00478-x
https://doi.org/10.4018/979-8-3693-0240-8.ch010
https://www.insidehighered.com/news/quick-takes/2023/06/01/turnitins-ai-detector-higher-expected-false-positives
https://doi.org/10.1016/j.ijme.2023.100822
https://doi.org/10.1038/s41586-024-08025-4
https://doi.org/10.1080/02602938.2024.2386662
https://doi.org/10.1016/j.compedu.2024.105224
https://doi.org/10.48550/arXiv.2405.07940
https://doi.org/10.1007/s40979-023-00144-1
https://doi.org/10.1007/s40979-023-00144-1
https://www.bbc.co.uk/aboutthebbc/documents/bbc-research-into-ai-assistants.pdf
https://www.bbc.co.uk/aboutthebbc/documents/bbc-research-into-ai-assistants.pdf
https://doi.org/10.1111/bjet.13544
https://doi.org/10.1016/j.caeai.2024.100209
https://doi.org/10.48550/arXiv.2406.08818
https://doi.org/10.1245/s10434-024-15549-6
https://doi.org/10.1002/berj.4069
https://doi.org/10.1007/s40979-023-00133-4
https://www.washingtonpost.com/technology/2023/06/02/turnitin-ai-cheating-detector-accuracy/


 

Furze, Leon. “Don’t use GenAI to grade student work.” Blog, 27 May 2024. leonfurze.com/2024/05/27/dont-use- 
genai-to-grade-student-work/.  

Gegg-Harrison, Whitney and Claire Quarterman. “AI Detection's High False Positive Rates and the Psychological and 
Material Impacts on Students.” In Academic Integrity in the Age of Artificial Intelligence, edited by Saadia 
Mahmud, IGI Global, 2024. DOI: 10.4018/979-8-3693-0240-8.ch011. 

Gerlich, Michael. “AI Tools in Society: Impacts on Cognitive Offloading and the Future of Critical Thinking.” Societies, 
vol 15, 2025. DOI: 10.3390/soc15010006. 

Georgiou, Georgios P. “ChatGPT Exhibits Bias Toward Developed Countries Over Developing Ones, as Indicated by a 
Sentiment Analysis Approach.” Journal of Language and Social Psychology, vol 44, no 1, 2025. DOI: 10.1177/ 
0261927X241298337. 

Giray, Louie. “The Problem with False Positives: AI Detection Unfairly Accuses Scholars of AI Plagiarism.” The Serials 
Librarian, vol 56, 2024. DOI: 10.1080/0361526X.2024.2433256. 

Giray, Louie, Kershnee Sevnarayan, and Fatemeh Ranjbaran Madiseh. “Beyond Policing: AI Writing Detection Tools, 
Trust, Academic Integrity, and Their Implications for College Writing.” Internet Reference Services Quarterly, vol 
29, 2025. DOI: 10.1080/10875301.2024.2437174. 

Greenblatt, Ryan, et al. “Alignment Faking in Large Language Models.” arXiv, 20 Dec 2024. DOI: 10.48550/ 
arXiv.2412.14093. 

Grévisse, Christian. “LLM-based automatic short answer grading in undergraduate medical education.” BMC Medical 
Education, vol 24, 2024. DOI: 10.1186/s12909-024-06026-5.  

Handa, Kunal and Drew Bent. “Anthropic Education Report: How University Students Use Claude.” Anthropic, 8 April 
2025. www.anthropic.com/news/anthropic-education-report-how-university-students-use-claude.  

Harvey, Emma, Allison Koenecke, and Rene F Kizilcec. “ ‘Don't Forget the Teachers’: Towards an Educator-Centered 
Understanding of Harms from Large Language Models in Education.” arXiv, 20 Feb 2025. DOI: 10.48550/ 
arXiv.2502.14592. 

Henkel, Owen, et al. “Can Large Language Models Make the Grade? An Empirical Study Evaluating LLMs Ability To 
Mark Short Answer Questions in K-12 Education.” L@S '24: Proceedings of the Eleventh ACM Conference on 
Learning @ Scale, 15 July 2024. DOI: 10.1145/3657604.3664693.  

Heung, Yuk Mui Elly and Thomas KF Chiu. “How ChatGPT impacts student engagement from a systematic review and 
meta-analysis study.” Computers and Education: Artificial Intelligence, vol 8, 2025. DOI: 10.1016/j.caeai.2025. 
100361. 

Hickerson, Don and Mike Perkins. “A Peek Behind the Curtain: Using Step-Around Prompt Engineering to Identify Bias 
and Misinformation in GenAI Models.” arXiv, 28 March 2025. DOI: 10.48550/arXiv.2503.15205. 

Horowitz, Idan and Ori Plonksy. “LLM Agents Display Human Biases but Exhibit Distinct Learning Patterns.” arXiv, 13 
March 2025. DOI: 10.48550/arXiv.2503.10248. 

Hosseini, Mohammed, Lisa M Rasmussen, and David B Resnik. “Using AI to write scholarly publications.”  
Accountability in Research, 25 Jan 2023. DOI: 10.1080/08989621.2023.2168535. 

Hosseini, Mohammed, David B Resnik, and Kristi Holmes. “The ethics of disclosing the use of artificial intelligence 
tools in writing scholarly manuscripts.” Research Ethics, vol 19, no 4, 2023. DOI: 10.1177/17470161231180449. 

Hosseini, Mohammed and Serge PJM Horbach. “Fighting reviewer fatigue or amplifying bias? Considerations and  
recommendations for use of ChatGPT and other large language models in scholarly peer review.” Research  
Integrity and Peer Review, vol 8, no 4, 18 May 2023. DOI: 10.1186/s41073-023-00133-5. 

Hovy, Dirk and Shrimai Prabhumoye. “Five sources of bias in natural language processing.” Language and Linguistics  
Compass, vol 15, no 8, 20 Aug 2021. DOI: 10.1111/lnc3.12432. 

Huang, Lan. “Ethics of Artificial Intelligence in Education: Student Privacy and Data Protection.” Science Insights  
Education Frontiers, vol 16, no 2, 30 June 2023, pp 2577-2587. DOI: 10.15354/sief.23.re202. 

Huang, Jingyuan, et al. “VLMs as GeoGuessr Masters: Exceptional Performance, Hidden Biases, and Privacy Risks.” 
arXiv, 16 Feb 2025. DOI: 10.48550/arXiv.2502.11163. 

Ippolito, Jon. “AI's impact on energy and water usage.” Learn with AI, University of Maine, 2025. umaine.edu/ 
learnwithai/. 

Jaźwińska, Klaudia and Aisvarya Chandrasekar. “AI Search Has A Citation Problem.” Columbia Journalism Review, 6 
March 2025. www.cjr.org/tow_center/we-compared-eight-ai-search-engines-theyre-all-bad-at-citing-news.php.  

Jiang, Yang, Jiangang Hao, Michael Fauss, and Chen Li. “Detecting ChatGPT-generated essays in a large-scale writing 
assessment: Is there a bias against non-native English speakers?” Computers and Education, vol 217, 2024. 
DOI: 10.1016/j.compedu.2024.105070. 

Jonäll, Kristina. Artificial Intelligence in Academic Grading: A Mixed-Methods Study, masters thesis, University of 
Gothenburg, 2024. gupea.ub.gu.se/handle/2077/83561.  

Jones, Cameron R and Benjamin K. Bergen. “People cannot distinguish GPT-4 from a human in a Turing test.” arXiv, 9 
May 2024. DOI: 10.48550/arXiv.2405.08007. 

Jošt, Gregor, Viktor Taneski, and Sašo Karakatič. “The Impact of Large Language Models on Programming Education 
and Student Learning Outcomes.” Applied Sciences, vol 14, no 10, 2024. DOI: 10.3390/app14104115. 

Kaplan, Deanna, et al. “What’s in a Name? Experimental Evidence of Gender Bias in Recommendation Letters 
Generated by ChatGPT.” Journal of Medical Internet Research, vol 26, 2024. DOI: 10.2196/51837. 

Kane, John (host) and Michelle Miller (guest). “Critical Thinking in the Age of AI.” Tea for Teaching, episode 386, 26 
March 2025. teaforteaching.com/386-critical-thinking-in-the-age-of-ai/. 

Kestin, Gregory and Kelly Miller, et al. “AI Tutoring Outperforms Active Learning.” Research Square, 14 May 2024. 

14 

https://leonfurze.com/2024/05/27/dont-use-genai-to-grade-student-work/
https://leonfurze.com/2024/05/27/dont-use-genai-to-grade-student-work/
https://doi.org/10.4018/979-8-3693-0240-8.ch011
https://doi.org/10.3390/soc15010006
https://doi.org/10.1177/0261927X241298337
https://doi.org/10.1177/0261927X241298337
https://doi.org/10.1080/0361526X.2024.2433256
https://doi.org/10.1080/10875301.2024.2437174
https://doi.org/10.48550/arXiv.2412.14093
https://doi.org/10.48550/arXiv.2412.14093
https://doi.org/10.1186/s12909-024-06026-5
https://www.anthropic.com/news/anthropic-education-report-how-university-students-use-claude
https://doi.org/10.48550/arXiv.2502.14592
https://doi.org/10.48550/arXiv.2502.14592
https://doi.org/10.1145/3657604.3664693
https://doi.org/10.1016/j.caeai.2025.100361
https://doi.org/10.1016/j.caeai.2025.100361
https://doi.org/10.48550/arXiv.2503.15205
https://doi.org/10.48550/arXiv.2503.10248
https://doi.org/10.1080/08989621.2023.2168535
https://doi.org/10.1177/17470161231180449
https://doi.org/10.1186/s41073-023-00133-5
https://doi.org/10.1111/lnc3.12432
https://doi.org/10.15354/sief.23.re202
https://doi.org/10.48550/arXiv.2502.11163
https://umaine.edu/learnwithai/
https://umaine.edu/learnwithai/
https://www.cjr.org/tow_center/we-compared-eight-ai-search-engines-theyre-all-bad-at-citing-news.php
https://doi.org/10.1016/j.compedu.2024.105070
https://gupea.ub.gu.se/handle/2077/83561
https://doi.org/10.48550/arXiv.2405.08007
https://doi.org/10.3390/app14104115
https://doi.org/10.2196/51837
https://teaforteaching.com/386-critical-thinking-in-the-age-of-ai/


 

DOI: 10.21203/rs.3.rs-4243877/v1. 
Khan, Sunawar, et al. “Harnessing AI for sustainable higher education: ethical considerations, operational efficiency, 

and future directions.” Discover Sustainability, vol 6, 2025. DOI: 10.1007/s43621-025-00809-6. 
Kheya, Tahsin Alamgir, Mohamed Reda Bouadjenek, and Sunil Aryal. “The Pursuit of Fairness in Artificial Intelligence 

Models: A Survey.” arXiv, 26 March 2024. DOI: 10.48550/arXiv.2403.17333. 
Kidd, Celeste and Abeba Birhane. “How AI can distort human beliefs: Models can convey biases and false information  

to users.” Science, vol 380, no 6651, 22 June 2023, pp 1222-1223. DOI: 10.1126/science.adi0248. 
Kim, Yubin, et al. “Medical Hallucinations in Foundation Models and Their Impact on Healthcare.” arXiv, 26 Feb 2025. 

DOI: 10.48550/arXiv.2503.05777. 
Kofinas, Crystal Han-Huei Tsay, and David Pike. “The impact of generative AI on academic integrity of authentic 

assessments within a higher education context.” British Journal of Educational Technology, 31 March 2025. DOI: 
10.1111/bjet.13585.  

Kooli, Chokri and Nadia Yusuf. “Transforming Educational Assessment: Insights Into the Use of ChatGPT and Large 
Language Models in Grading.” International Journal of Human–Computer Interaction, vol 41, 2025. DOI: 
10.1080/10447318.2024.2338330.  

Kortemeyer, Gerd. “Toward AI grading of student problem solutions in introductory physics: A feasibility study.” 
Physical Review Physics Education Research, vol 19, 2023. DOI: 10.1103/PhysRevPhysEducRes.19.020163.  

Kostic, Milan, Hans Friedrich Witschel, Knut Hinkelmann, and Maja Spahic-Bogdanovic. “LLMs in Automated Essay 
Evaluation: A Case Study.” Proceedings of the 2024 AAAI Spring Symposium Series, vol 3, no 1, 2024. DOI: 
10.1609/aaaiss.v3i1.31193.  

Krishna, Kalpesh, et al. “Paraphrasing evades detectors of AI-generated text, but retrieval is an effective defense.” 
Advances in Neural Information Processing Systems 36 (NeurIPS 2023). proceedings.neurips.cc/paper_files/ 
paper/2023/hash/575c450013d0e99e4b0ecf82bd1afaa4-Abstract-Conference.html. 

Kumar, Harsh, et al. “Math Education with Large Language Models: Peril or Promise?” SSRN, 22 Nov 2023. DOI: 
10.2139/ssrn.4641653.   

Kumar, Rahul. “Understanding PSE students’ reactions to the postplagiarism concept: a quantitative analysis.” 
International Journal for Educational Integrity, vol 21, 2025. DOI: 10.1007/s40979-025-00182-x. 

Landymore, Frank. “Man’s Entire Life Destroyed After Downloading AI Software.” Futurism, 26 Feb 2025. 
futurism.com/the-byte/life-destroyed-ai. 

Lang, James M. Cheating Lessons: Learning from Academic Dishonesty. Harvard University Press, 2013. 
Lee, Hao-Ping, et al. “The Impact of Generative AI on Critical Thinking: Self-Reported Reductions in Cognitive Effort 

and Confidence Effects From a Survey of Knowledge Workers.” Proceedings of the ACM CHI Conference on 
Human Factors in Computing Systems, April 2025. DOI: 10.1145/3706598.3713778. 

Lehmann, Matthias, Philipp B Cornelius, and Fabian J Sting. “AI Meets the Classroom: When Do Large Language 
Models Harm Learning?” arXiv, 8 March 2025. DOI: 10.48550/arXiv.2409.09047. 

Li, Ang, Haozhe Chen, Hongseok Namkoong, and Tianyi Peng. “LLM Generated Persona is a Promise with a Catch.” 
arXiv, 18 March 2025. DOI: 10.48550/arXiv.2503.16527. 

Li, Tiffany Wenting, et al. “Am I Wrong, or Is the Autograder Wrong? Effects of AI Grading Mistakes on Learning.” 
ICER '23: Proceedings of the 2023 ACM Conference on International Computing Education Research, vol 1, 10 
Sep 2023. DOI: 10.1145/3568813.3600124.  

Liang, Weixin, et al. “GPT detectors are biased against non-native English writers.” Patterns, vol 4, no 7, July 2023. 
DOI: 10.1016/j.patter.2023.100779.  

Lira, Benjamin, et al. “Learning from examples: AI assistance can enhance rather than hinder skill development.” 
arXiv, 5 Feb 2025. DOI: 10.48550/arXiv.2502.02880. 

Liu, Jae Q J, et al. “The great detectives: humans versus AI detectors in catching large language model-generated 
medical writing.” International Journal for Educational Integrity, vol 20, 2024. DOI: 10.1007/s40979-024-00155-6 

Lucchi, Nicola. “ChatGPT: A Case Study on Copyright Challenges for Generative AI Systems.” SSRN, 25 June 2023.  
DOI: 10.2139/ssrn.4483390. 

Luo, Jiahui (Jess). “A critical review of GenAI policies in higher education assessment: a call to reconsider the 
“originality” of students’ work.” Assessment & Evaluation in Higher Education, vol 49, 2024. DOI: 
10.1080/02602938.2024.2309963. 

Malik, Muhammad Abid and Amjad Islam Amjad. “AI vs AI: How effective are Turnitin, ZeroGPT, GPTZero, and Writer 
AI in detecting text generated by ChatGPT, Perplexity, and Gemini?” Journal of Applied Learning & Teaching, vol 
8, 2025. DOI: 10.37074/jalt.2025.8.1.9. 

Malmqvist, Lars. “Sycophancy in Large Language Models: Causes and Mitigations.” arXiv, 22 Nov 2024. DOI: 
10.48550/arXiv.2411.15287. 

Manchanda, Jiya, Laura Boettcher, Matheus Westphalen, and Jasser Jasser. “The Open Source Advantage in Large 
Language Models (LLMs).” arXiv, 2 Feb 2025. DOI: 10.48550/arXiv.2412.12004. 

McCrosky, Jesse. “Who Wrote That? Evaluating Tools to Detect AI-Generated Text.” Mozilla, 28 March 2024. 
foundation.mozilla.org/en/blog/who-wrote-that-evaluating-tools-to-detect-ai-generated-text/. 

McMurtrie, Beth. “Should College Graduates Be AI Literate?” The Chronicle of Higher Education, 3 April 2025. 
www.chronicle.com/article/should-college-graduates-be-ai-literate.  

McMurtrie, Beth. “Teaching: How students think about AI.” The Chronicle of Higher Education, 27 March 2025. 
www.chronicle.com/newsletter/teaching/2025-03-27. 

Metz, Cade. “Chatbots May ‘Hallucinate’ More Often Than Many Realize.” The New York Times, 6 Nov 2023,  
www.nytimes.com/2023/11/06/technology/chatbots-hallucination-rates.html. 

15 

https://doi.org/10.21203/rs.3.rs-4243877/v1
https://doi.org/10.1007/s43621-025-00809-6
https://doi.org/10.48550/arXiv.2403.17333
https://doi.org/10.1126/science.adi0248
https://doi.org/10.48550/arXiv.2503.05777
https://doi.org/10.1111/bjet.13585
https://doi.org/10.1080/10447318.2024.2338330
https://doi.org/10.1103/PhysRevPhysEducRes.19.020163
https://doi.org/10.1609/aaaiss.v3i1.31193
https://proceedings.neurips.cc/paper_files/paper/2023/hash/575c450013d0e99e4b0ecf82bd1afaa4-Abstract-Conference.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/575c450013d0e99e4b0ecf82bd1afaa4-Abstract-Conference.html
https://dx.doi.org/10.2139/ssrn.4641653
https://doi.org/10.1007/s40979-025-00182-x
https://futurism.com/the-byte/life-destroyed-ai
https://doi.org/10.1145/3706598.3713778
https://doi.org/10.48550/arXiv.2409.09047
https://doi.org/10.48550/arXiv.2503.16527
https://doi.org/10.1145/3568813.3600124
https://doi.org/10.1016/j.patter.2023.100779
https://doi.org/10.48550/arXiv.2502.02880
https://doi.org/10.1007/s40979-024-00155-6
https://dx.doi.org/10.2139/ssrn.4483390
https://doi.org/10.1080/02602938.2024.2309963
https://doi.org/10.37074/jalt.2025.8.1.9
https://doi.org/10.48550/arXiv.2411.15287
https://doi.org/10.48550/arXiv.2412.12004
https://foundation.mozilla.org/en/blog/who-wrote-that-evaluating-tools-to-detect-ai-generated-text/
https://www.chronicle.com/article/should-college-graduates-be-ai-literate
https://www.chronicle.com/newsletter/teaching/2025-03-27
https://www.nytimes.com/2023/11/06/technology/chatbots-hallucination-rates.html


 

Miller, Michelle. “Cognitive Offloading, Cognitive Abilities, and AI.” Michelle Miller’s R3 Newsletter, 24 Feb 2025. 
michellemillerphd.substack.com/p/cognitive-offloading-cognitive-abilities. 

Mills, Anna and Nate Angell. “Are We Tripping? The Mirage of AI Hallucinations.” SSRN, 13 Feb 2025. DOI: 
10.2139/ssrn.5127162. 

MLA-CCCC Joint Task Force on Writing and AI. “What is process tracking and how is it used to deter AI misuse?” 25 
Nov 2024. aiandwriting.hcommons.org/2024/11/25/what-is-process-tracking-and-how-is-it-used-to-deter-ai- 
misuse/. 

Najafi, Fazil T, Vani Ruchika Pabba, Rajarajan Subramanian, and Sofia M Vidalis. “AI-Assisted Grading – A Study on 
Efficiency and Fairness.” 2025 ASEE Southeast Conference, 9 March 2025. peer.asee.org/54139.  

Nazer, Lama H, et al. “Bias in artificial intelligence algorithms and recommendations for mitigation.” PLOS Digital  
Health, vol 2, no 6, 22 June 2023. DOI: 10.1371/journal.pdig.0000278.  

Nguyen, Andy, Yvonne Hong, Belle Dang, and Xiaoshan Huang. “Human-AI collaboration patterns in AI-assisted 
academic writing.” Studies in Higher Education, vol 49, 2024. DOI: 10.1080/03075079.2024.2323593. 

Nicoletti, Leonardo and Dina Bass. “Humans are Biased. Generative AI is Even Worse.” Bloomberg, 9 June 2023.  
www.bloomberg.com/graphics/2023-generative-ai-bias/.   

Omiye, Jesutofunmi A, et al. “Large language models propagate race-based medicine.” npj Digital Medicine, vol 6, no  
195, 2023. DOI: 10.1038/s41746-023-00939-z.   

OpenAI. “Understanding the source of what we see and hear online.” 7 May 2024. openai.com/index/understanding- 
the-source-of-what-we-see-and-hear-online/. 

Pacheco, Andre GC, Athus Cavalini, and Giovanni Comarela. “Echoes of Power: Investigating Geopolitical Bias in US 
and China Large Language Models.” arXiv, 20 March 2025. DOI: 10.48550/arXiv.2503.16679. 

Pack, Austin, Alex Barrett, and Juan Escalante. “Large language models and automated essay scoring of English 
language learner writing: Insights into validity and reliability.” Computers and Education: Artificial Intelligence, 
vol 6, 2024. DOI: 10.1016/j.caeai.2024.100234.  

Palmer, Michael S. “Is Generative AI a General Purpose Pedagogical Innovation?” Inside Higher Ed, 25 Nov 2024. 
www.insidehighered.com/opinion/views/2024/11/25/understanding-generative-ai-pedagogical-innovation-opinion 

Pan, Wei Hung, et al. “Assessing AI Detectors in Identifying AI-Generated Code: Implications for Education.” 
ICSE-SEET '24: Proceedings of the 46th International Conference on Software Engineering: Software Engineering 
Education and Training, 2024. DOI: 10.1145/3639474.3640068. 

Parker, Jessica L and Kimberly P Becker. “The Invisible Drift: How AI Reshapes Academic Knowledge.” Women  
Writin’ ‘Bout AI, 27 Dec 2024. substack.com/home/post/p-153684967. 

Paustin, Timothy and Betty Slinger. “Students are using large language models and AI detectors can often detect 
their use.” Frontiers in Education, vol 9, 2024. DOI: 10.3389/feduc.2024.1374889. 

Pearson, Helen. “Are the Internet and AI affecting our memory? What the science says.” Nature, 5 Feb 2025. DOI: 
10.1038/d41586-025-00292-z. 

Perkins, Mike, Jasper Roe, and Leon Furze. “The AI Assessment Scale Revisited: A Framework for Educational 
Assessment.” arXiv, 12 Dec 2024. DOI: 10.48550/arXiv.2412.09029. 

Perkins, Mike, Leon Furze, Jasper Roe, and Jason MacVaugh “The Artificial Intelligence Assessment Scale (AIAS): A 
Framework for Ethical Integration of Generative AI in Educational Assessment.” Journal of University Teaching & 
Learning Practice, vol 21, no 6, 2024. DOI: 10.53761/q3azde36. 

Perkins, Mike, et al. “Simple techniques to bypass GenAI text detectors: implications for inclusive education.” 
International Journal of Educational Technology in Higher Education, vol 21, 2024. DOI: 
10.1186/s41239-024-00487-w. 

Perkins, Mike. “Academic Integrity considerations of AI Large Language Models in the post-pandemic era: ChatGPT  
and beyond.” Journal of University Teaching and Learning Practice, vol 20, no 2, 2023. DOI:  10.53761/ 
1.20.02.07.  

Popkov, Andrey A and Tyson S Barrett. “AI vs academia: Experimental study on AI text detectors’ accuracy in 
behavioral health academic writing.” Accountability in Research, 2024, DOI: 10.1080/08989621.2024.2331757. 

Rafiq, Shahid, Qurat Ul Ain, and Ayesha Afzal. “The Role of AI Detection Tools in Upholding Academic Integrity: An 
Evaluation of their Effectiveness.” Contemporary Journal of Social Science Review, vol 3, 2025. 
contemporaryjournal.com/index.php/14/article/view/379. 

Reisner, Alex. “The Unbelievable Scale of AI’s Pirated-Books Problem.” The Atlantic, 20 March 2025. www.theatlantic. 
com/technology/archive/2025/03/libgen-meta-openai/682093/. 

Rienties, Bart, et al. “Students’ Perceptions of AI Digital Assistants (AIDAs): Should Institutions Invest in Their Own 
AIDAs?” Applied Sciences, vol 15, no 8, 2025. DOI: 10.3390/app15084279.  

Rismanchian, Sina, Eesha Tur Razia Babar, and Shayan Doroudi. “GenAI-101: What Undergraduate Students Need to 
Know and Actually Know About Generative AI.” EdWorkingPaper 25 -1119, Annenberg Institute, 2025. DOI: 
10.26300/1087-pv22. 

Rosenzweig, Jane. “If machines do the writing, students will stop doing the thinking.” Times Higher Education, 23 
Nov 2022. www.timeshighereducation.com/opinion/if-machines-do-writing-students-will-stop-doing-thinking. 

Ryan, Allison M, Margaret H Gheen, and Carol Midgley. “Why Do Some Students Avoid Asking for Help?: An  
Examination of the Interplay Among Students' Academic Efficacy, Teachers' Social–Emotional Role, and the  
Classroom Goal Structure.” Journal of Educational Psychology, vol 90, no 3, 1998, pp 528-535.  

Ryan, Allison M, Paul R. Pintrich and Carol Midgley. “Avoiding Seeking Help in the Classroom: Who and Why?”  
Educational Psychology Review, vol 13, 2001, pp 93-114.DOI: 10.1023/a:1009013420053.  

16 

https://michellemillerphd.substack.com/p/cognitive-offloading-cognitive-abilities
https://dx.doi.org/10.2139/ssrn.5127162
https://aiandwriting.hcommons.org/2024/11/25/what-is-process-tracking-and-how-is-it-used-to-deter-ai-misuse/
https://aiandwriting.hcommons.org/2024/11/25/what-is-process-tracking-and-how-is-it-used-to-deter-ai-misuse/
https://peer.asee.org/54139
https://doi.org/10.1371/journal.pdig.0000278
https://doi.org/10.1080/03075079.2024.2323593
https://www.bloomberg.com/graphics/2023-generative-ai-bias/
https://doi.org/10.1038/s41746-023-00939-z
https://openai.com/index/understanding-the-source-of-what-we-see-and-hear-online/
https://openai.com/index/understanding-the-source-of-what-we-see-and-hear-online/
https://doi.org/10.48550/arXiv.2503.16679
https://doi.org/10.1016/j.caeai.2024.100234
https://www.insidehighered.com/opinion/views/2024/11/25/understanding-generative-ai-pedagogical-innovation-opinion
https://doi.org/10.1145/3639474.3640068
http://substack.com/home/post/p-153684967
https://doi.org/10.3389/feduc.2024.1374889
https://doi.org/10.1038/d41586-025-00292-z
https://doi.org/10.48550/arXiv.2412.09029
https://doi.org/10.53761/q3azde36
https://doi.org/10.1186/s41239-024-00487-w
https://doi.org/10.53761/1.20.02.07
https://doi.org/10.53761/1.20.02.07
https://doi.org/10.1080/08989621.2024.2331757
https://contemporaryjournal.com/index.php/14/article/view/379
https://www.theatlantic.com/technology/archive/2025/03/libgen-meta-openai/682093/
https://www.theatlantic.com/technology/archive/2025/03/libgen-meta-openai/682093/
https://doi.org/10.3390/app15084279
https://doi.org/10.26300/1087-pv22
https://www.timeshighereducation.com/opinion/if-machines-do-writing-students-will-stop-doing-thinking
https://doi.org/10.1023/A:1009013420053


 

Sadasivan, Vinu Sankar, et al. “Can AI-Generated Text be Reliably Detected?” arXiv, 17 Jan 2025. DOI:  
10.48550/arXiv.2303.11156. 

Sandoval-Martin, Teresa and Ester Martínez-Sanzo. “Perpetuation of Gender Bias in Visual Representation of 
Professions in the Generative AI Tools DALL·E and Bing Image Creator.” Social Sciences, vol 13, no 5, 2024. DOI: 
10.3390/socsci13050250.  

Salem, Lori, et al. “Evaluating the Effectiveness of Turnitin’s AI Writing Indicator Model.” White Paper, Temple  
University, 2023. bit.ly/salem-et-al-2023.   

Saveri, Joseph and Matthew Butterick. LLM Litigation, 2025. llmlitigation.com/.   
Scarfe, Peter, Kelly Watcham, Alasdair Clarke, and Etienne Roesch. “A real-world test of artificial intelligence 

infiltration of a university examinations system: A “Turing Test” case study.” PLoS ONE, vol 19, 2024. DOI: 
10.1371/journal.pone.0305354. 

Schwarcz, Daniel, et al. “AI-Powered Lawyering: AI Reasoning Models, Retrieval Augmented Generation, and the 
Future of Legal Practice.” SSRN, 4 March 2025. DOI: 10.2139/ssrn.5162111. 

Schwartz, David L and Maz Rogers. “ ‘Inventorless’ Inventions? The Constitutional Conundrum of AI-Produced  
Inventions.” Harvard Journal of Law and Technology, vol 35, no 2, Spring 2022, pp 531-579. 
jolt.law.harvard.edu/assets/articlePDFs/v35/3.-Schwartz-Rogers-Inventorless-Inventions.pdf.   

Schwartz, Reva, et al. Towards a Standard for Identifying and Managing Bias in Artificial Intelligence. National  
Institute of Standards and Technology, March 2022. DOI: 10.6028/NIST.SP.1270.  

Seßler, Kathrin, Maurice Fürstenberg, Babette Bühler, and Enkelejda Kasneci. “Can AI grade your essays? A 
comparative analysis of large language models and teacher ratings in multidimensional essay scoring.” LAK '25: 
Proceedings of the 15th International Learning Analytics and Knowledge Conference, 3 March 2025. DOI: 
10.1145/3706468.3706527.  

Shah, Dhaval. “Detecting Malware in ML and LLM Models with Spectra Assure.” Reversing Labs, 6 Nov 2024. 
www.reversinglabs.com/blog/spectra-assure-malware-detection-in-ml-and-llm-models.  

Sharma, Mrinank, et al. “Towards Understanding Sycophancy in Language Models.” arXiv, 27 Oct 2023. DOI: 
10.48550/arXiv.2411.15287. 

Sheu, Hung-Bin, Shiqin Stephanie Chong, and Mary E Dawes. “The Chicken or the Egg? Testing Temporal Relations  
Between Academic Support, Self-Efficacy, Outcome Expectations, and Goal Progress Among College Students.”  
Journal of Counseling Psychology, vol 69, no 5, 2022, pp 589-601. DOI: 10.1037/COU0000628.  

Small, Zachary. “Black Artists Say A.I. Shows Bias, With Algorithms Erasing Their History.” The New York Times, 4  
July 2023. www.nytimes.com/2023/07/04/arts/design/black-artists-bias-ai.html.   

Small, Zachary. “Sarah Silverman Sues OpenAI and Meta Over Copyright Infringement.” The New York Times, 10 July  
2023. www.nytimes.com/2023/07/10/arts/sarah-silverman-lawsuit-openai-meta.html.  

Smits, Jan and Tijn Borghuis. “Generative AI and Intellectual Property Rights.” In Law and Artificial Intelligence,  
T.M.C. Asser Press, 2022, pp 323–344. DOI: 10.1007/978-94-6265-523-2_17.  

Sobel, Benjamin LW. “Artificial Intelligence’s Fair Use Crisis.” The Columbia Journal of Law and the Arts, vol 41, no 1,  
2018, pp 45-97. DOI: 10.7916/jla.v41i1.2036. 

Stachowiak, Bonni (host) and Christopher Ostro (guest). “A Big Picture Look at AI Detection Tools.” Teaching in 
Higher Ed, episode 555, 30 Jan 2025. teachinginhighered.com/podcast/a-big-picture-look-at-ai-detection-tools/. 

Stadler, Ryan D. “Identification of ChatGPT-Generated Abstracts Within Shoulder and Elbow Surgery Poses a 
Challenge for Reviewers.” Arthroscopy: The Journal of Arthroscopic and Related Surgery, 9 July 2024. DOI: 
10.1016/j.arthro.2024.06.045. 

Stening, Tanner. “What are AI chatbots actually doing when they ‘hallucinate’? Here’s why experts don’t like the  
term.” Northeastern Global News, 10 Nov 2023. news.northeastern.edu/2023/11/10/ai-chatbot-hallucinations/. 

Steyvers, Mark, et al. “What large language models know and what people think they know.” Nature Machine 
Intelligence, vol 7, 2025. DOI: 10.1038/s42256-024-00976-7. 

Strowel, Alain. “ChatGPT and Generative AI Tools: Theft of Intellectual Labor?” IIC - International Review of  
Intellectual Property and Competition Law, vol 54, 2023, pp 491-494. DOI: 10.1007/s40319-023-01321-y. 

Suriano, Rossella, Alessio Plebe, Alessandro Acciai, and Rosa Angelo Fabio. “Student interaction with ChatGPT can 
promote complex critical thinking skills.” Learning and Instruction, vol 95, Feb 2025. DOI: 10.1016/ 
j.learninstruc.2024.102011. 

Taylor, Patricia. “The Imperfect Tutor: Grading, Feedback and AI.” Inside Higher Ed, 6 Sep 2024. www.insidehighered. 
com/opinion/career-advice/teaching/2024/09/06/challenges-using-ai-give-feedback-and-grade-students.  

The Learning Network. “What Students Are Saying About Teachers Using A.I. to Grade.” The New York Times, 5 Dec 
2024. www.nytimes.com/2024/12/05/learning/what-students-are-saying-about-teachers-using-ai-to-grade.html.  

Thompson, Stuart A and Tiffany Hsu. “How Easy Is It to Fool A.I.-Detection Tools?” The New York Times, 4 July  
2023. www.nytimes.com/2023/07/04/technology/how-easy-is-it-to-fool-ai-detection-tools.html. 

Thorpe, Vanessa. “ ‘ChatGPT said I did not exist’: how artists and writers are fighting back against AI.” The Guardian,  
18 March 2023. www.theguardian.com/technology/2023/mar/18/chatgpt-said-i-did-not-exist-how-artists-and 
writers- are-fighting-back-against-ai. 

Tully, Stephanie, Chiara Longoni, and Gil Appel. “Lower Artificial Intelligence Literacy Predicts Greater AI Receptivity.” 
Journal of Marketing, 2025. DOI: 10.1177/00222429251314491. 

Turk, Victoria. “How AI reduces the world to stereotypes.” Rest of World, 10 Oct 2023. restofworld.org/2023/ai 
image-stereotypes/. 

Underwood, Terry. “A Critical Analysis: Microsoft’s January, 2025, Study of Critical Thinking and Knowledge Workers.” 

17 

https://doi.org/10.3390/socsci13050250
https://bit.ly/salem-et-al-2023
https://llmlitigation.com/
https://doi.org/10.1371/journal.pone.0305354
https://dx.doi.org/10.2139/ssrn.5162111
https://jolt.law.harvard.edu/assets/articlePDFs/v35/3.-Schwartz-Rogers-Inventorless-Inventions.pdf
https://doi.org/10.6028/NIST.SP.1270
https://doi.org/10.1145/3706468.3706527
https://www.reversinglabs.com/blog/spectra-assure-malware-detection-in-ml-and-llm-models
https://doi.org/10.48550/arXiv.2411.15287
https://doi.org/10.1037/cou0000628
https://www.nytimes.com/2023/07/04/arts/design/black-artists-bias-ai.html
https://doi.org/10.7916/jla.v41i1.2036
https://teachinginhighered.com/podcast/a-big-picture-look-at-ai-detection-tools/
https://doi.org/10.1016/j.arthro.2024.06.045
http://news.northeastern.edu/2023/11/10/ai-chatbot-hallucinations/
https://doi.org/10.1038/s42256-024-00976-7
https://doi.org/10.1007/s40319-023-01321-y
https://doi.org/10.1016/j.learninstruc.2024.102011
https://doi.org/10.1016/j.learninstruc.2024.102011
https://www.insidehighered.com/opinion/career-advice/teaching/2024/09/06/challenges-using-ai-give-feedback-and-grade-students
https://www.insidehighered.com/opinion/career-advice/teaching/2024/09/06/challenges-using-ai-give-feedback-and-grade-students
https://www.nytimes.com/2024/12/05/learning/what-students-are-saying-about-teachers-using-ai-to-grade.html
https://www.nytimes.com/2023/07/04/technology/how-easy-is-it-to-fool-ai-detection-tools.html
https://www.theguardian.com/technology/2023/mar/18/chatgpt-said-i-did-not-exist-how-artists-and
https://www.theguardian.com/technology/2023/mar/18/chatgpt-said-i-did-not-exist-how-artists-and
https://doi.org/10.1177/00222429251314491
https://restofworld.org/2023/ai-image-stereotypes/
https://restofworld.org/2023/ai-image-stereotypes/


 

Learning to Read, Reading to Learn (Substack), 15 Feb 2025. terryu.substack.com/p/a-critical-analysis- 
microsofts-january. 

Urbina, Jacob T, Peter D Vu, and Michael V Nguyen. “Disability Ethics and Education in the Age of Artificial 
Intelligence: Identifying Ability Bias in ChatGPT and Gemini.” Archives of Physical Medicine and Rehabilitation, 
vol 106, 2025. DOI: 10.1016/j.apmr.2024.08.014. 

US Copyright Office. Copyright and Artificial Intelligence Part 2: Copyrightability. Washington DC, 2025. 
www.copyright.gov/ai/Copyright-and-Artificial-Intelligence-Part-2-Copyrightability-Report.pdf. 

US Department of Education Office of Educational Technology. Artificial Intelligence and the Future of Teaching and  
Learning: Insights and Recommendations. Washington DC, 2023. tinyurl.com/doeoet2023. 

US Department of Education Student Privacy Policy Office. “What is an education record?” studentprivacy.ed.gov/faq/  
what-education-record.  

Waltzer, Tal, Celeste Pilegard and Gail D Heyman. “Can you spot the bot? Identifying AI-generated writing in college 
essays.” International Journal for Educational Integrity, vol 20, 2024. DOI: 10.1007/s40979-024-00158-3. 

Wan, Yixin, et al. “ ‘Kelly is a Warm Person, Joseph is a Role Model’: Gender Biases in LLM-Generated Reference  
Letters.” arXiv, 2 Nov 2023. DOI: 10.48550/arXiv.2310.09219. 

Wang, Karen D, et al. “Scaffold or Crutch? Examining College Students' Use and Views of Generative AI Tools for 
STEM Education.” arXiv, 3 Dec 2024. DOI: 10.48550/arXiv.2412.02653. 

Wang, Qiang, Yuanfan Li, and Rongrong Li. “Ecological footprints, carbon emissions, and energy transitions: the 
impact of artificial intelligence (AI).” Humanities and Social Science Communications, vol 11, 2024. DOI: 
10.1057/s41599-024-03520-5. 

Ward, Ben, Deepshikha Bhati, Fnu Neha, and Angela Guercio. “Analyzing the Impact of AI Tools on Student Study 
Habits and Academic Performance.” arXiv, 3 Dec 2024. DOI: 10.48550/arXiv.2412.02166. 

Warr, Melissa and Marie K Heath. “Uncovering the Hidden Curriculum in Generative AI: A Reflective Technology Audit 
for Teacher Educators.” Journal of Teacher Education, 24 March 2025. DOI: 10.1177/0022487125132507. 

Watkins, Marc. “The AI Influencers Selling Students Learning Shortcuts.” Rhetorica, 9 Feb 2024. marcwatkins. 
substack.com/p/the-ai-influencers-selling-students. 

Watkins, Marc. “Why We Should Normalize Open Disclosure of AI Use.” The Chronicle of Higher Education, 14 Aug 
2024. www.chronicle.com/article/why-we-should-normalize-open-disclosure-of-ai-use.  

Weber-Wulff, Debora, et al. “Testing of detection tools for AI-generated text.” International Journal for Educational 
Integrity, vol 19, 2023. DOI: 10.1007/s40979-023-00146-z. 

Wei, Xiahua, Naveen Kumar, and Han Zhang. “Addressing bias in generative AI: Challenges and research 
opportunities in information management.” Information & Management, vol 62, 2025. DOI: 10.1016/ 
j.im.2025.104103. 

Weise, Karen and Cade Metz. “When AI Chatbots ‘Hallucinate.’ ” The New York Times, 8 May 2023.  
www.nytimes.com/2023/05/01/business/ai-chatbots-hallucinatation.html.   

Whittaker, Meredith, et al. Disability, Bias, and AI. AI Now Institute, ainowinstitute.org/publication/disabilitybiasai 
2019. 

Wu, Xuansheng, et al. “Unveiling Scoring Processes: Dissecting the Differences Between LLMs and Human Graders in 
Automatic Scoring.” Technology, Knowledge, and Learning, 2025. DOI: 10.1007/s10758-025-09836-8.  

Xie, Wenjing, Juxin Niu, Chun Jason Xue, and Nan Guan. “Grade Like a Human: Rethinking Automated Assessment 
with Large Language Models.” arXiv, 30 May 2024. DOI: 10.48550/arXiv.2405.19694.  

Yavuz, Fatih, Özgür Çelik, and Gamze Yavaş Çelik. “Utilizing large language models for EFL essay grading: An 
examination of reliability and validity in rubric-based assessments.” British Journal of Educational Technology, vol 
56, no 1, 2025. DOI: 10.1111/bjet.13494.  

Ying, Zonghao, et al. “Towards Understanding the Safety Boundaries of DeepSeek Models: Evaluation and Findings.” 
arXiv, 19 March 2025. DOI: 10.48550/arXiv.2503.15092. 

Zamfrescu-Pereira, JD, Richmond Wong, Bjoern Hartmann, and Qian Yang. “Why Johnny Can’t Prompt: How Non-AI  
Experts Try (and Fail) to Design LLM Prompts.” Proceedings of the 2023 CHI Conference on Human Factors in  
Computing Systems, April 2023. DOI: 10.1145/3544548.3581388. 

Zewe, Adam. “Explained: Generative AI’s environmental impact.” MIT News, 17 Jan 2025. news.mit.edu/2025/ 
explained-generative-ai-environmental-impact-0117. 

Zhai, Chunpeng, Santoso Wibowo and Lily D Li. “The effects of over-reliance on AI dialogue systems on students' 
cognitive abilities: a systematic review.” Smart Learning Environments, vol 11, 2024. DOI: 10.1186/s40561-024- 
00316-7. 

Zhao, Mi, et al. “Bias in Generative AI.” arXiv, 5 March 2024. DOI: 10.48550/arXiv.2403.02726. 
Zhao, Wenting, et al. “WildHallucinations: Evaluating Long-form Factuality in LLMs with Real-World Entity Queries.” 

arXiv, 24 July 2024. DOI: 10.48550/arXiv.2407.17468. 
Zhang, Da-Wei, Melissa Boey, Yan Yu Tan, and Alexis Hoh Sheng Jia. “Evaluating large language models for 

criterion-based grading from agreement to consistency.” npj Science of Learning, vol 9, 2024. DOI: 10.1038/ 
s41539-024-00291-1.  

Zirpoli, Christopher T. Generative Artificial Intelligence and Copyright Law. Congressional Research Service, 29 Sep 
2023, LSB 10922. www.congress.gov/crs-product/LSB10922. 

18 

https://terryu.substack.com/p/a-critical-analysis-microsofts-january
https://terryu.substack.com/p/a-critical-analysis-microsofts-january
https://doi.org/10.1016/j.apmr.2024.08.014
https://www.copyright.gov/ai/Copyright-and-Artificial-Intelligence-Part-2-Copyrightability-Report.pdf
https://tinyurl.com/doeoet2023
https://studentprivacy.ed.gov/faq/what-education-record
https://studentprivacy.ed.gov/faq/what-education-record
https://doi.org/10.1007/s40979-024-00158-3
https://doi.org/10.48550/arXiv.2310.09219
https://doi.org/10.48550/arXiv.2412.02653
https://doi.org/10.1057/s41599-024-03520-5
https://doi.org/10.48550/arXiv.2412.02166
https://doi.org/10.1177/0022487125132507
https://marcwatkins.substack.com/p/the-ai-influencers-selling-students
http://substack.com/p/the-ai-influencers-selling-students
https://www.chronicle.com/article/why-we-should-normalize-open-disclosure-of-ai-use
https://doi.org/10.1007/s40979-023-00146-z
https://doi.org/10.1016/j.im.2025.104103
https://doi.org/10.1016/j.im.2025.104103
https://www.nytimes.com/2023/05/01/business/ai-chatbots-hallucinatation.html
https://ainowinstitute.org/publication/disabilitybiasai
https://ainowinstitute.org/publication/disabilitybiasai
https://doi.org/10.1007/s10758-025-09836-8
https://doi.org/10.48550/arXiv.2405.19694
https://doi.org/10.1111/bjet.13494
https://doi.org/10.48550/arXiv.2503.15092
https://news.mit.edu/2025/explained-generative-ai-environmental-impact-0117
https://news.mit.edu/2025/explained-generative-ai-environmental-impact-0117
https://doi.org/10.1186/s40561-024-00316-7
https://doi.org/10.1186/s40561-024-00316-7
https://doi.org/10.48550/arXiv.2403.02726
https://doi.org/10.48550/arXiv.2407.17468
https://doi.org/10.1038/s41539-024-00291-1
https://doi.org/10.1038/s41539-024-00291-1
https://www.congress.gov/crs-product/LSB10922

	UK ADVANCE  
	2025 Guidelines and Recommendations for Generative AI in Instructional Contexts  
	Executive Summary  
	Understanding Capabilities and Risks of Generative AI for Education 
	Developing and Communicating Course Policies on Generative AI 
	Responding to Misuse of Generative AI in Coursework 
	Designing Assignments, Curricula and Learning Experiences 

